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ABSTRACT   
Time series play a vital role in predicting and forecasting different types of agricultural applications 
with respect to different types of problems among successive units of observations. Time series fore-
casting techniques are applied in all areas of statistics, and one of the most important applications 
includes backscatter generating time-series data using advanced forecasting techniques. Agriculture 
is a major food sector in the world, and it is also a major income source for low-income people. In 
this paper, we present two aspects of the rice crop growing time series process. The first one is to 
identify different types of rice crop growing stages for backscatter datasets, and the second is to make 
a mathematical time series model for the generation of different data sets. The different operator 
techniques (DOT) method was introduced to identify different types of rice crop growing stages in a 
season. We proposed the DOT method for identification of different phenological stages for a short-
term crop and adopted first and second-order auto-regressive models for prediction and forecasting 
of the generating backscatter time series observations. The measures of the quality fit are mean ab-
solute percent error (MAPE), mean percent error (MPE), and mean absolute error (MAE). 

Keywords: Backscatter values, Auto Correlation, Linear regression  

1. Introduction 

  Agriculture is a major food sector in India and around the world, and agricultural work 
supports most of the population. It provides about 18% of the GDP of India’s economy. Rice 
crop production is a major income source for rural area people. Many farmers in the world 
usually grow three types of crops in a year. This is the summer (Kharif) from June/July to 
September, the winter (Rabi) crop from October to February/March (most of this crop season 
is affected by heavy rainfall) and the spring season from February/March to June/July. In the 
standard major crop seasons, there are three types of crops: single-cropped, double-cropped, 
and double-cropped rice, plus additional crops. The crop allotment at a place depends on 
location and weather conditions. (Devienne, 2006). Among all crops, rice is the major food 
crop and the major income source for different types of communities in India and the world. 
The backscatter values are generated by the scatterometer, which was fixed to the different 
satellites. SCATSAT-I is the Indian satellite, and it continuously monitors ground level ob-
servations with a temporal resolution of four days and a spectral resolution of four.45km.  
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    The current work focuses on different rice crop growing stages during the June–July–
September (Kharif) season in 2019, in the East and West Godawari districts of Andrapradesh 
in India. 

    It is also focused on developing first and second order auto-regressive (AR) models for 
prediction and forecasting of the backscatter observations. And it is obviously useful to find 
missing and invalid observations in the dataset. 

2. Literature Review  

  There are various methods existing for forecasting, so it is significant to know their ap-
plicability and reliability to make a suitable selection before using them in a specific situa-
tion. Time series modeling is an immensely popular method among researchers and special-
ists for providing exact forecasts. The main task of time series modeling is to study previous 
observations in order to develop a fitting model for the specific dataset and to use this model 
for forecasting upcoming values for the series. A time series is a set of observations on an 
activity collected at regular time intervals, such as daily, weekly, monthly, quarterly, annu-
ally, etc. 

  Brockwell and Davis (2002) used different types of time series models for prediction and 
forecasting of the data collected to afford specific methods for handling data.  Popenda 
(1987) defined for real valued function k(v) as the difference of two consecutive observa-
tion for constructing Alpha Difference tables ). 

  Crop growth analysis and forecasting of crop yield are important tasks in supporting 
policymaking regarding land use allocation, food security, and environmental issues. Statis-
tical techniques can provide crop forecasts with reasonable things well in advance. Box and 
Jenkins (1970) developed autoregressive integrated moving average models for the predic-
tion and forecasting of time series data. 

  Oza et al. (2008) studied the performance of a study on rice crops using different types 
of Scattrometer datasets. Time series forecasting techniques are most suitable for rice crop 
production in the world and they give the most accurate forecasting discussed by Makrida-
kisa and Hibbon (1979), Granger and Newbold (1983), Pankratz (1983), and Kumari et al. 
(2014), who applied exponential smoothing techniques to rice crop growth. 

  Sahu et al. (2015) studied modelling and forecasting of area, production, yield, and total 
seeds of rice and wheat in SAARC countries and the world towards food security, Moham-
med Amir Hamjah et al. (2014) analyzed rice production forecasting in Bangladesh using 
the Box-Jenkins ARIMA Model. Muhammad Iqbal Ch et al. (2016) investigated forecasting 
of wheat production in a comparative study of Pakistan and India. Niaz Md. Farhat Rahman 
et al. (2013) investigated the modeling of pulse production growth and forecasting in Bang-
ladesh. Vishwajith et al. (2014) developed time series modeling and forecasting of pulse 
production in India, Ashwin Darekar et al. (2017) presented Forecasting oilseed prices in 
India: The Case of Groundnut. 

  Pant et al. (2004) have discussed forecasting the wheat production in India using an 
ARIMA modelling approach. Studying the comparative economics of agro-processing units 
for groundnuts in Southern Rajasthan and the price behavior of groundnuts in Gujarat, they 
also applied the ARIMA Model prediction. That study aims to identify the best ARIMA 
model, which is for fitting and forecasting of rice crop area, yield, and production in the 
ceded region, respectively, and decisions are drawn to initiate the forecasting for the future.  
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  Miah Mamun (2019) has identified the tentative Autoregressive models that accurately 
fit and forecast rice output in Bangladesh. Sunandini et al. (2020) discussed to look into the 
pattern of growth, the degree of instability in the area, production, and productivity of the 
rice crop in Andhra Pradesh. Abotaleb et al. (2021) used the Holt's Linear Trend (NNAR) 
model, and the AR and ARIMA models were used to forecast rice output. Wang et al. (2020) 
discussed the effects of assorted varieties on rice phenology as discovered through satellite-
based observations. 

  Khadar Babu et al. (2022) have discussed the growth of the rice crop using various 
smoothing techniques. Mahesh et al. (2019) studied the identification of different crop stages 
using SCATSAT I Scatterometer data. The research gap between Mahesh Palakuru and the 
present proposed techniques for identification of different rice crop stages is to apply stand-
ard scientific difference operator methodology in place of manual identification.  

3 Methodology  

  The difference operator technique (DOT) is a continuous data monitoring process that 
identifies different inflection points across the entire dataset. DOT has identified a growing 
increment for rice crop products in different time periods. Usually, the backscatter time se-
ries data depends on successive continuous monitored observations given by a Scatterome-
ter, which is fixed to the human satellites. The present technique is useful for identifying 
different types of rice growing stages by using a DOT-based continuous monitoring system. 
The growing stages are: 1. the puddling stage, 2. the transplanting stage, 3. the heading stage, 
and 4. the harvesting stage. In the first stage, there is no vegetation and there is small incre-
mental observation. At the second stage, the incremental values are growing slowly and have 
reached the heading stage. At the third stage, the growth of leaves and panicles drastic 
changes for a period and suddenly starts to change the color of the leaves as they reach the 
harvesting stage. The incremental data set follows a normal distribution with mean  and 
standard deviation . 

  In the present research article, it is proposed to develop the procedure for identification 
of paddy crop stages using the difference operator technique (DOT) method: 

                                                          , 
where   is the difference index, the reflective backscatter values. 

 and                                              , 
where  ( Second order difference index,  First derivative values of reflective 

backscatter values 
  In , identifies the various concavity shapes for providing a scientific inflection (or 

reflection) to identify an inflective titrate point in a dataset presented in a graphical approach. 
In fact, the graphical titrate gives some number of fractional incremental points and chooses 
an optimal incremental titrate point. The incremental titrate identified different rice crop 
growing stages in the Kharif season.  

3.1 Parameter Methodology 

The primary objective of the probability distribution is to estimate the parameter value 
using different types of statistical methods. In the present article, we adopt the Maximum 
Likelihood (ML) methods of estimation for parameters of the normal distribution. The nor-
mal distribution.  

The normal distribution is written as follows. 
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Probability density function (PDF): 

              

Cumulative distribution function (CDF): 
              

where  is backscatter,  is the mean, is the standard deviation (SD). 
Secondly, we implement the first and second order auto-regressive models for predicting 

and forecasting the data set. The methodology for implementing the model is described as 
follows. 

For stationarity, adopted Auto Correlation and Partial ACF coefficients are introduced. 
For prediction and forecasting for the time series data consider Auto Regression (AR) mod-
els.  

3.2 Auto Regression 

  The considered auto regression has the following form:   

.                                     (1) 
  The above model shows that regressing Zt against Zt-1, Zt-2, ……. Zt-k, which are explan-

atory variables to the previous value of the forecast variable Zt. the name auto regression is 
used to explain the equation 1. 

  Khadar Babu and Ramanaiah (2013) studied auto-regressive models for discharge level 
time series datasets. The proposed methodology is adopted to obtain predictions and fore-
casts of time series data using auto-regressive models.  

4 Data Analysis 

4.1 Dataset 

  For statistical analysis, the data collected from MOSDAC site, and it is maintained by 
Space Application Centre (SAC), Ahmedabad, India, and tool take particularly for Kharif 
Season in the year 2019 in east Godavari district of Andhra Pradesh, India. 

4.2 Proposed System 

  The prediction and forecasting of the data at any stage using the auto Regression (AR) 
methodology Actually, the complete data are classified into four stages, and these are: 

 (i) Puddling Stage, (ii) Transplanting Stage, (iii) Heading Stage, (iv) Harvesting 
Stage. 

  But among all the stages, mostly apply prediction and forecasting models to the heading 
stage only. One of the main objectives is to get more output from the crop. There is a need 
to estimate the growth of panicles in the rice crop. The growth of yield depends on different 
parameters, and it shows in the following different forms.  

(i) Chlorophyll content, (ii) Canopy water content, (iii) Brassbound of the panicles. 

  Many of the parameters affected the yield of the rice crop and immensely increased the 
output also. Here we adopted one of the model methodologies to predict and forecast the 
growth of the rice crop at the heading stage only. 
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  We have determined the data's slope and intercept from the backscatter value. Addition-
ally, we can determine the auto-regressive model via ACF and PACF using Fig. 4. Hence, 
AR(1) and AR(2) are applied on this data with parameters. 

AR(1) for the data is as follows: 
                        Zt+1  = -0.09681+ 0.718422 Zt                       (2)            
AR(2)  for the data is as follows: 
                      Zt+1  = -0.09681 + 0.718422 Zt  + 0.569599Zt-1         (3)  

4.3 Identification of Phenological stages 

  From the methodology, the backscatter approach for the present study area has multiple 
inflection points, and it gives different stages of the rice crop's growing stages. The data 
follow the short-term rice crop season in the Godavari region backscatter paradigm 
(SCATSAT-I satellite data). The methodology shows that the feasible inflection points clas-
sify the different rice crop growing stages. 

 
  

 
 
 
 
 
 
 
 
 

 

Fig. 1.   The Normalized Value of the Backscatter data        

        
              
 

 

 
 
 
 
 
 
 
 
 

 

Fig. 2.    First Iteration of the data 
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Fig. 3.    Second Iteration of the data  

 
In Figures 1, 2 and 3, the concept of concavity starts at the 15th day of the rice crop's 

growing period, then the heading starts at this point. Similarly, the remains were also iden-
tified on the 35th day of the rice crop's growing stage. 

 

 

 

 

 
 
 
 

Fig. 4. Auto Correlation Function and Partial Auto Correlation Function 
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            Fig. 5. Comparison curve between actual and AR1 and AR2 

Table 1. Error Statistics 

Error  
Statistics 

ME MSE RMSE MAE MPE MAPE sMAPE U1 U2 

AR(1) 0.1792 0.0363 0.1905 0.1792 1.2353 1.2353 1.2047 0.3328 0.8466 
AR(2) 0.0065 0.0088 0.0937 0.0673 0.2678 0.7215 0.5555 0.122 0.5761 

 

Fig. 6. Error Comparison between AR(1) and AR(2) 
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4.4 Rice Growing Stages 

  The basic aspect of rice growth development is important for the study of backscattering 
responses of rice fields in the different rice growing stages. The rice crop's growing cycle 
usually takes 3-6 months due to different cropping systems and depending on the climate 
conditions. During the period, the rice growing stages have two major stages like vegetation 
and heading stages. 

  The heading stages are mainly subdivided into pre-heading and post-heading stages, 
known as the ripening period. In the Kharif Season, a 120-day variety, it takes 60 days in 
vegetation stages, 30 days in the heading stage as reproductive, and 30 days in the harvesting 
stage (Nguyen Lam-Dao, 2009). In general, the transplanting to the heading stage is called 
the vegetation stage. The vegetation stage is distinguished by the active increase in plant 
height and leaf enhancement at regular intervals. The growth of rice crop biomass and height 
stops after the heading stage and the leaves change their directions. The ripening period 
refers to the duration from heading to harvesting, which is widely affected by temperature. 

5 Results and Discussions 

  The AR(1) and AR(2) models are good picks for predicting and forecasting data for rice 
crop backscatter datasets, and in some situations, it is definitely helpful to identify the miss-
ing places at any point in the data. For model fitting technology, the present paper demon-
strates that for model fitting technology, the following standard statistical measures are use-
ful to judge the fitness of the models. 

5.1 Mean Absolute Percent Error (MAPE) 

  One of the procedures for choosing the best forecasting model with a minimum error 
value for method accuracy is MAPE. If the MAPE approaches zero, then we conclude that 
the fitted prediction and forecasting model has no bias. In the present study, the prediction 
and forecasting models were applied to rice crop backscatter values. MAPE for AR (1) is 
1.2353. It shows that the model is the best fitted model for rice crop data. MAPE for AR (2) 
is 0.7214, and it is a small value compared with AR (1). Futuristic auto-regressive first order 
and auto-regressive second order models are also feasible to locate missing observations as 
well as obtain future prediction and forecasting scenarios.  

  Each of the time series plots generated through first and second order auto-regressive 
models for backscattered rice crop time series shown in Figure 3 shows that the sensors move 
more backscattered sensors at the heading stage only, which indicates that chlorophyll con-
tent appears at its maximum value on the 27th day of the crop period and in the second order 
auto-regressive model, almost just above the normal data.  

5.2 Mean Percent Error (MPE) and Mean Absolute Error (MAE) 

  Therefore, if the MPE and MAE accuracy measures are also close to zero, we conclude 
that the fitted models are ideal for backscatter data sets. According to the results of the pre-
diction and forecasting accuracy methodology, it can be concluded that first and second-
order auto-regressive models are the best fitted models for backscattered time series data. 
The model produces MPE = 1.2353 for AR (1) and 0.2677 for AR (2) and MAE = 0.17915 
for AR (1) and 0.06732 for AR (2). Both the accuracy measures are approaching zero, which 
means that the model has no bias. According to forecasting results, at the 27th day noted 
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maximum backscatter value, it shows that more chlorophyll content is noted at the heading 
stage. 

  Results from different operating procedures for continuous monitoring systems suggest 
a better scientific approach to identify different rice crop growing stages for the Kharif sea-
son. Finally, by comparing with the ground truth observation, the classification of the dif-
ferent rice crop growing stages is 15 days, 20 days, and 8 days for the transplanting, heading, 
and harvesting stages, respectively. Almost ground truth observation also yields transplant-
ing, heading, and harvesting times of 15, 18, and 10 days, respectively. 
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